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The Multi-access HetNet

Multi-access Edge Computing is proposed to provide services and to
perform computations at the network edge without time-consuming
backbone transmission.

How to perform service provisioning at the network edge?
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Service Placement at the Edge

How to perform service provisioning at the network edge?
Where (which site) to place the services? −→ A complicated
algorithm, proposed in this paper
How to deploy their instances? −→ Docker and K8S

LIMITATIONS of current service placement algorithms:
The to-be-deployed services only be studied in an atomatic way.
Time series or composition property of services are not fully
taken into consideration. −→We study SFC!
High availability of deployed service is not carefully studied. −→
Redundancy!
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Motivation Scenarios

The Heterogeneous Multi-access Network
One Macro Base Station (MBS) −→ ubiquitous coverage
Several Small-cell Base Stations (SBSs) −→ network
densification (each is co-located with a small-scale server)
The SBSs are logically interconnected (Can be viwed as an
undirected connected graph)
The HetNet has a unified mobile service provision platform

Microservices and Candidates
A SFC (app) consists of several microservices (denoted by m)
Each microservice has several candidates (denoted by c)
A candidate can be dispatched to multiple SBSs (edge servers),
i.e., the instance of the candidate can be successfully started on
the chosen edge servers
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Motivation Scenarios

Microservices example:

Two service composition schemes for a 4-microservice app.

We actually don’t know the end users’ service selection results (Thus
we have SAA to approximate!).
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Motivation Scenarios

A redundant placement for the above microservices:

The placement of each candidates on the HetNet.
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Our Target

How to judge the goodness of a placement? −→ QoS of end users!

Each mobile device sends its service request to the nearest SBS to
invoke the first microservice of its SFC.

If no SBS accessible:
mobile device⇒MBS⇒ cloud datacenters

Otherwise:
(1) If the request candidate is deployed at the nearest SBS, then
process directly;
(2) If accessible on other SBSs, then processes on these devices
with multi-hop transfers;
(3) Non-accessible on the HetNet, then processed on cloud.

WE SHOULD AVOID BACKBONE TRANSMISSION!
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Our Target

How to judge the goodness of a placement? −→ QoS of end users!

For the subsequent microservices, we following one principle:

principle

If the microservice has candidate instance deployed on the HetNet,
then process it within the HetNet (multi-hop transfers may required).
Otherwise, process it on the cloud by necessity.

WE SHOULD AVOID BACKBONE TRANSMISSION!

We place microservices by minimzing the overall response time of
end users.

Hailiang ZHAO @ ZJU-CS SAA-RP at the Edge September 10, 2021 10 / 21



Our Contributions

The services we considered are linear (micro)-service function
chains (SFCs) with input & output relations
Each microservice has several candidates, the placement policy
we designed also considers “service selection”
The placement of service instances is based on the
“Redundancy” idea: Initialize a microservice instance on multiple
geographically distributed edge sites (under their service
capacities)
We take the uncertainty of users’ service requests into
consideration and simulate it with Sample Average
Approximation (SAA)
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Calculating the Response Time

The response time of the i-th mobile device:

Q is the number of microservices, τin(·), τexe(·), τout(·) represent
the uplink transmission time, execution time, and the downlink
transmission time, respectively
scqq (i) represents the cq-candidate of the q-th microservice for the
i-th mobile device
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Calculating the Response Time

How we calculate τin(·) and τout(·)?

It depends on the multi-hop transfers in the connected graph!

Take τin(·) as an example —— For the first microservice

For the subsequent microservices:
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Detailed Formulas…
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Problem Formulation

We want to find an optimal redundant placement policy to minimize
the EXPECTED overall latency under the limited capability of SBSs:

Subject to the service capability (maximum deployable instances of
each edge servers) limits:

We have expectation operate because we don’t know the service
selection of end users. Thus we use SAA (a Monte Carlo
simulation-based method) to approximate the expectation.
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The SAA-RP Algorithm
With SAA, we use sampling to approximate the expectation (of end
users’ service selection).
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The GASS Subroutine
In the SAA framework, we design a GA-based subroutine to optimize
the instance placement decisions.
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Experimental Verification

Compared with several benchmark policies, GASS achieves the
minimum overall response time.
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