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Non-Clairvoyant Online Job Scheduling

It is difficult for the cluster scheduler to allocate an appropriate

number of computing devices to each multi-server job with a high
system efficiency.

e Service locality. Could by described by a bipartite graph.

e Unknown arrival patterns of jobs. We don’t know a job will arrive
or not at some time t.

e Unknown processing speeds (fluctuated around a certain value).
This falls into the non-clairvoyant job scheduling scenarios.
Existing works cannot be applied.
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Modeling with Bipartite Graph

We use the bipartite graph (£, R, £) to model service locality.

each multi-server job arrives and is processed
in a single time slot
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A job can be scheduled to multiple servers S€rvers (VM or ".‘ac’“"es)
simultaneously for parallel execution (capacity limits)

Time is slotted, at each time t € 7 :={1,2,..., T}, a job is yielded
from port [ € L with prob. p,(t). There are K types of computing
devices in the cluster, including CPUs, GPUs, NPUs, and FPGAs.
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Utility Formulation

The number of type-k devices is c. Each type-I job requests
(l N e Nt type-k devices. The decision variables are:

x(t) =[x (D] e € X 1= 0,1}

Vr e Ry, X(l,r)(t) =0if ll(t) = 0.

Formulate the utility of the type-I job at time t:

= xun(t) Zka xin(D), (@)

reR; k reR;
~ Vv Vv
gain operating cost

where Z;,)(t) is a stochastic variable following an underlying
distribution with the expectation of v ).
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Scheduling without Knowing the Processing Speeds
Z(,»(t) captures the processing speed experienced by type-I job at

time t. We don’t know the value of Z; () until time ¢ elapses.

Correspondingly, v(; ;) can never be known, but can be approximated
through learning.

Our goal is to maximize the expectation of job utilities:

T
. li E Ut
P wégggqg;hl[E:z(ﬂ

leL
st§: Xxun(t) < o, V€K, tET, 3)
(IL,nee
D xun() =0if L(t) =0,VIE Lt T. (4)
reR;
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Scheduling with Evolving Statistics

We denote by Z(t) the column vector

Zuo()— Al

kekc :| V(l,r)eg

and normalize it into [0, 1]¥l. We further introduce

U= [ Zke/cfk( I(clr)}ilreé' [0, 1]
x*(t) = argmax o {07x ( (5)
Q(t) —{x €X|(3 &()holdattlmet}

Then, P; can be written as miny e >, E[Z(1) x(1)].
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Scheduling with Evolving Statistics

At each time t, we define

nay(t) == Z X (1) (6)

t'=1

as the cumulative quantity of channel (I, r) € £ been used up to time
t. Based on it, we introduce the following statistics:

S X () Zan ()
O (t) = nn () nan(t) >0 )
0 otherwise
g(t)
AlE) >0
&?l,r)(t) = { 2n;,) (1) n, )( ) ®)
+00 otherwise,

where g(t) :=Int +4In(In ¢ + 1) - maxyer { maxeeqq) [|x|:} is
designed to modeling the variance of the estimate.
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Scheduling with Evolving Statistics

With the statistics, we introduce the following deterministic problem

733(1‘):

Ps(t) : max U(x(t)) := 5(t) + 0(t) x(t) + /62 () Tx(t)
—_— —o

x(t)eQ(t)
mean standard deviation
s.t. (3),
o(t) > 0, lim 6(t) = 0, 9)
t—00

where ©(t) := [0(,5) (1)]{; yce> and 6%(t) := [67; ) (1)]{; ;)ce- Note that
(4) is not considered, temporarily.

{d(¢) }1e7 could be any sequence converges to zero. For instance,

1

ot) = ln(lnt—l—l)Jrl' (10)
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Scaling Up

At each time t, based on J(t), we define the following scale-up
statistics for 0, (¢) and &{; () respectively:

Tun(t) = |€0un(1)] ()

Sh(0) = €068, (1)), (12

where

£(1) = {maxt’g { maen) ||x||1}w (13)

o(1)

is the scaling size at time .
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A Series of Budgeted IPs

At each time t, we introduce several budgeted integer programming
problems P,(s, t) for each s € S(t), where

S(t) = {0,1,...,5( ) - max max Hx||1}

veT xeQ(t')

(14)

as follows:

Pu(s, t) : max 3%(t)"x(t)
x(r)ex

s.t. (3), (9),
Y (t)"x(t) > s.

> (15)
In Py(s, t), 3%(¢) and Y(t) are the corresponding column vectors for

(11) and (12), respectively. From P; to P,, the O(In T)-regret is
guaranteed.
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A Series of Budgeted IPs

Let us use x7, (s, t) to denote the optimal solution for Py(s, t). Then,
the final solution to max{P(s, t) }scs(; at time t, denoted by x}, (1),
is set as some X}, (s*, t) where s* € S(t) staisfies

s* € argmax { s + \/22(t)Tx;>4(s, t) . (16)
seS(t)

That is, we select the optimal scaling indicator and the corresponding
value as the optimal solution for the series of problems

{Pu(s, t) es ()
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Solving Each Py(s, t)

At each time t, corresponding to each P,(s, t), we bring in the
problem Ps(s, t, ¢, i) as follows.

Ps(s,t,¢,i):  max 2(1)Tx(t)
x(r)ex

st (3),09.(15),
i:xe(t) =0, (17)

e=e;

where ¢ := [¢]fc is the capacity vector in (3), e := (I,r) € £ and ¢;
is the i-th edge (I, r) in £. The new constraint (17) is used to set the
first several scheduling decisions (until i) to 0 forcibly. Obviously,
Ps(s, t,¢,0) is equal to P,(s, t) because (17) is not functioning when
i=0.
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Solving Each Ps(s, t, ¢, i) with DP

The optimal solution of Ps(s, ¢, ¢, i) can be obtained by recursing over
s, ¢, and i. We use x*(s, t, ¢, i) to denote the optimal solution of

Ps(s, t, ¢, i), and use Vp (s, t, ¢, i) to denote the corresponding
objective.

o If x}, (s,t,¢,1) =0, ie,the (i+ 1)-element of x*(s, £, ¢, 1) is 0,

then (17) is not violated for Ps(s, t, ¢, i + 1). Thus, we have

x*(s,t,e,i+ 1) = x*(s,t, ¢, 1) (18)
and
Vp (s, t,c,i+1) = Vp (s, t,c,i). (19)

The result means that x*(s, t, c, i) is also the optimal solution to
Ps(s, t,c,i+1).
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Solving Each Ps(s, t, ¢, i) with DP

o If xX (s,t, ¢, i) =1, we define matrix A by

eit1
A= [a,(f’r)]Kxgl.
Then we have
A(x*(s7 t,e, i) — ei+1) <ec—A iy, (20)

where e, is the (i + 1)-th standard unit basis. Besides,

~

TUf@ﬂquD—&H)ZS—TMAO 1)

and

A

220 (x" (s, 1, €,0) — eipr) = A1) X" (s, 8, ¢,1) — 32 (1),

€i41
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Solving Each Ps(s, t, ¢, i) with DP

Combining the above formula with (20) and (21), we can get the
following evolving optimal substructure:

Vp. (s, t, ¢, i) :V;‘;S(max {s — T8i+l(t), 0}, t,
. 2
max{c — A, 11,0}, i+ 1) + 35, (1) (22)

Thus, for every possible s, ¢, and i, we can update the solution to

PS(sv tu c, l) by

: 0 Vi(s,t,c,i)=VEi(s t,c,i+1
x:m(s, ¢ l) - { 1 otpﬁirwise. ) P5( )

The recursion starts from condition s =0, ¢ = 0, and i = |£].
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ESDP
The ESDP algorithm is finally demonstrated below.

whilet=1,...,Tdo
Observe the job arrival status from each port [ € £
Update Y (#) and 332(¢) with (11) and (12) based on §(¢),
respectively
for each s € S(t) do
| Solve Py(s, t) and return x5, (s, t)
end for
xp, (t) < xp,(s*, t), where s* staisfies (16)
for eachl € L do
if 1,(¢t) == 0 then
for eachr € R;do
| Set the (I, r)-th element of x}, (t) as 0
end for
end if
end for
end while
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